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ABSTRACT

We present MOCHA, a novel interactive system designed to en-
hance data annotation in natural language processing. MOCHA
integrates active learning with counterfactual data augmentation,
allowing users to better align model behaviors with their intentions,
preferences, and values through annotations. Utilizing principles
from Variation Theory and Structural Alignment Theory, MOCHA
(1) generates counterfactual examples that reveal key data varia-
tions and commonalities for users to annotate; and (2) presents
them in a way that highlights shared analogical structures. This de-
sign reduces the cognitive load on users, making it easier for them
to understand and reflect on the data. Consequently, this approach
not only improves the clarity and efficiency of annotation but also
fosters the creation of high-quality datasets and more effectively
trained models.
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1 INTRODUCTION

Labeled data are crucial for many natural language processing (NLP)
tasks [1]. Not only is it a means to solicit “ground-truth” data for
model training, in domains where the “correctness” of the outputs is
subjective, it is also an important way through which human users
“align” model behaviors to their intents, preferences, and values
through annotated examples [17]. However, the process of data
annotation is a significant bottleneck in NLP development due to
its cost and time demands [3]. Active learning (AL) has been intro-
duced into the data annotation process to address these challenges.
By strategically selecting the most informative data points for an-
notation [5, 18]—such as those balancing label distributions [12],
exemplifying uncertainty [14], or enhancing diversity [15]—AL can
efficiently utilize resources and improve model learning.

Data augmentation, particularly through the use of counterfactu-
als, is another method to enhance the quality and utility of labeled
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data [4], especially in mitigating spurious correlations [13] and re-
solving ambiguity and subjectivity in annotated data [2]. Applying
amodel to counterfactual data can shed light on a model’s behavior
by generating “what if” scenarios that alter specific features in the
data to observe potential changes in model predictions [6]. Ap-
proaches that use counterfactual augmented data have been shown
to improve model performance [2].

Our paper proposes a novel integration of these methodologies
by introducing a system named MOCHA, which generates and
presents counterfactual examples in real-time during the data an-
notation process. Unlike conventional data augmentation methods
that often rely on rule-based generation of data with predictable
labels, MOCHA creates examples where the labels are uncertain to
the model, making human annotations especially valuable.

The algorithmic approach to generating and rendering the coun-
terfactual data points is inspired by two theories of human cog-
nition, i.e., Variation Theory [16] and Structural Alignment The-
ory [9]. This generation and rendering process creates analogical
relationships between the counterexamples and the actual data
point they were generated from and calls out the alignable differ-
ences [10] within the shared analogical structures. These theories
of human cognition suggest that this generation and rendering
process will ease the cognitive load of consuming and reflecting on
these counterfactuals, while also being effective for model training.

2 SYSTEM OVERVIEW

During the initial phases of active learning, a model’s understand-
ing of concept boundaries may not fully align with the annotator’s
intentions. Our approach to counterfactual generation targets this
discrepancy by focusing on generating critical data points that re-
side just outside the model’s decision boundary but still within
what a human might consider relevant. The system then generates
counterfactual examples that are likely to retain their original labels
based on the symbolic patterns, despite being classified differently
according to the understanding of a pre-trained large language
model. These counterfactuals, by mirroring the syntactic and se-
mantic structure of the original data, serve to expose subtle differ-
ences between the model’s learning and the human’s expectations.
This strategy not only tests the model’s boundaries but also assists
human in refining its conceptual understanding through exposure
to pivotal, yet nuanced, variations in data labeling.

MOCHA combines a neuro-symbolic approach with LLM’s gener-
ation capabilities to guide the synthesis of counterfactual examples
that support the user’s annotation process and the model’s learning.

The algorithm for generating counterexamples is inspired by
Variation Theory [16]. Variation Theory states that learning en-
tails discerning critical and superficial dimensions of variation that
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Figure 1: MOCHA uses neuro-symbolic patterns (A) to generate alignable counterfactual examples that match the original
patterns (B) but belong to a different label (C); these alignable differences, which are already more psychologically salient than
non-alignable differences [10, 11], are computed and reified in text color. Specifically, the text of each generated counterexample
is aligned with the original example; if it is the same, it is rendered in gray, e.g., the token breakfast (D), and if it is different, it
is rendered in black, e.g., the token pretty cheap (E) which is distinct from its corresponding token in the original example,
delicious. This is computed for the user so the user can skip noticing these relationships and move on to reasoning about
whether it does or does not change the label of the resulting generated example data item.

parameterize the concept being learned, e.g., the meaning of a par-
ticular label when annotating data, as well as critical attribute values
along those dimensions that define that concept. In order to discern
these dimensions and critical values that describe the boundaries
of that concept, Variation Theory states that humans need to expe-
rience variation. Variation Theory describes how certain patterns
of variation help humans discern different things about the concept
at hand, e.g., experiencing sets of examples where all dimensions
of variation are held constant but one helps the human discern the
dimension that is varying as well as the critical values by which the
object ceases to be an instance of that concept anymore. As illus-
trated in Figure 1,in the context of data annotation, if the concept is
products and the real data point is about how good the breakfast
was, the additional generated examples can all still be about break-
fast (a single value held constant along the potential dimension
of variation that is the object being evaluated) being good (a point
along another potential dimension of variation, the evaluation of the
object), but the aspect of breakfast changes from the breakfast food
itself to its price, the manner in which it was served, and the furni-
ture it was served on. Variation Theory recommends this and other
types of variation to maximally refine the human’s mental model of
the concept being defined (and in this case, the machine’s as well).
To identify potential dimensions of variation and critical values,
the model learns domain-specific neuro-symbolic patterns [8] from
the already annotated example(s). The model identifies pattern rules
that capture both syntactic and semantic similarities in the data.
The design of the MOCHA interface is inspired by Structural
Alignment Theory [9]; Structural Alignment Theory states that

humans naturally look for structural alignments between represen-
tations of objects, then identify their similarities and differences
within that alignment. By computing an alignment between each
generated counter example and the original real data point, and
then reifying the similarities and differences between each counter
example and the original in text color, we hope to minimize how
much time and effort the human has to invest in doing the com-
parison themselves, leaving more time and cognition for analyzing
the impact of these similarities and differences on whether or not
the original label should still apply to it. Specifically, MOCHA dis-
plays unchanged features in gray, drawing less attention to them,
while highlighting altered features that might influence the label in
black. This visual differentiation helps annotators focus on critical
attributes that significantly impact both the model’s learning and
their own interpretations.

The MOCHA interface also emphasizes—with colored bounding
boxes such as (B) in Figure 1—elements within the counterfactual
examples that align with the model’s current concept-defining
pattern, helping users discern discrepancies between (1) their notion
of what data points the label should and should not be applied to
and (2) the model’s current decision boundaries. If they confirm
that the label of the original example no longer applies to the
counterexample, this will also provide an informative negative
example when the model is next trained.

We hypothesize that this integration of strategically computed
counterfactual examples (generated based on a theory of how hu-
mans generalize abstract concepts from varying concrete examples)
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with a user interface designed to work with human cognitive char-
acteristics, i.e., looking for structural alignments when performing
comparison, will enhance both human and Al learning.

2.1 Generating Human-Centered
Counterfactual Examples

MOCHA uses Variation Theory to generate counterfactual exam-
ples, which are data modified in small and specific ways to flip
its classification label. The process begins with the user labeling
an initial set of examples for the model to learn neuro-symbolic
pattern rules. This produces the inputs necessary for the next step
of augmenting the original data with counterfactuals: (1) an origi-
nal example item, (2) a user or model-assigned label (Fig 1-B), (3)
a target label for modification (Fig 1-C), and (4) a model-learned
pattern as a feature of variation (Figure 1-A). The learned pattern
rules represent the syntactic and semantic similarities in the user
annotations provided so far as recognized by the model [8]. For
example, consider a data point labeled products in Figure 1-B that
matches the pattern ‘ (delicious) | (good)’: the sentence Break-
fast was delicious. (The matched part of the sentence is in bold.)
MOCHA then generates candidate phrases that can change the la-
bel while still matching the ¢ (delicious) | (good)’ pattern (Fig 2).
For this example, the following candidate phrases, if substituted in
place of the phrase in bold, would still match the original pattern
defining products, but would actually change the sentence to be
about price: reasonably priced’, ‘pretty cheap’, ‘a good penny’. These
phrases are used to create variations of the original item, modifying
parts of the item to incorporate the new phrases. Each variation
is reconstructed into a complete piece of text. If the generated ex-
ample is no longer about products but is about price, it is added to
the counterfactual set for the user to annotate. The counterfactual
generation and filtering pipeline is illustrated in Figure 2, with its
details described in Gebreegziabher et al. [7].

2.2 Highlighting Alignable Differences in
Counterfactuals

By providing correct labels to counterfactual examples that the
neuro-symbolic model mislabels, we believe that users will be able
to better align the model’s learning with their own mental model.
The goal of the MOCHA interface is to help users quickly analyze
and annotate counterfactual sentences.

MOCHA supports human cognition during data annotation by
computing alignments between the original sentence and each
counterfactual sentence, and then reifying that alignment by high-
lighting the differences within those alignments. (These differences,
given a structural alignment, are called alignable differences in the
literature on Structural Alignment Theory.) Figure 1 shows the user
interface for the annotation of counterfactual sentences, which
emphasizes these variations within the structural consistencies. As
a result, users can quickly recognize these changes to the original
data point at a glance and assign labels to each counterfactual based
on the impact of those changes. The original data point is presented
above. For both the original data point and the generated coun-
terfactuals, the words or phrases that match the model’s current
pattern are highlighted (e.g., (E) in Figure 1). Below the original
data point, each counterfactual example is shown along with its
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Figure 2: To generate useful counter examples, the pipeline
first generates candidate phrases that match the learned
neuro-symbolic pattern (A). The LLM generates counterex-
amples that include one of the generated candidate phrases,
thereby matching the learned pattern but changes the orig-
inal label into the target label (B). The generated counter-
factual examples are filtered through three layers (C) and
presented to the user.

model-assigned label (Figure 1-C). The sections of the counterfac-
tual that remain the same as the original example are highlighted
in gray (Figure 1-D). The parts of the generated sentence that differ
from the original sentence and, consequently, contribute to the
potential change of label, are in a bolder color to draw the user’s
attention (Figure 1-E).

3 DISCUSSION

We hypothesize that MOCHA not only generates counterfactual
data that allow users to expand and refine the decision boundary
during model training efficiently (in terms of the informativeness
of the counterexamples generated that users annotate), but also
renders those examples in a way that supports more cognitively
efficient decision making during annotation. In other words, we
expect that the combination of carefully curated counterfactual
examples that are alignable and an interface that supports human
cognitive process will allow users to make sense of the model’s
current learning state and a way to change what the model has
learned by annotating counterfactual examples. In addition, the
counterfactual data will provide useful training data for the model
by introducing nuanced variability.
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